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IV. PERFORMANCE EVALUATION AND SIMULATION

ms¥ausyanBam Ya 3 fu fedl

1) Packet deliver ratio: §nsimudnsalunisdadeya vuneds dadiuseninauiiaie
Foyaiiannsodndsluddmuntamilddisouarsuuuiafndeyaimund node Fumsdnds
mmmL%ﬂiumsdwagaﬁ%aduﬂm [0, 1] ¥30 [0%, 100%] Tae@ilailna 1 w3e 100%

'
a

yzuansdednsimudnsa lunisdweyaiigs Fafazumuneieinlusiareaiivhnismegeuilanssous

GNPIIGR

1 =
TeLw
=0.9 e
= R
Z0.8 .
—_ ““_‘ "B
20.7 e
= . "'\\ -
= 0.6 | - === AODV \\\
é 0.5 | --'--.-".DD\':-B]. s
E AODV-BP »
— 0.4
0.3 : .
0 13 a0 42 60
unidirectional links(%)
Figure 3. Packet deliver ratio with varying number of unidirectional links
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Figure 5. Normalized routing load with varying number of unidirectional
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Abstract—Wireless links are often asymmetric due to the
heterogeneity in transmission power of devices, the limitation of
node energy, different antenna gain among nodes and non-
uniform environmental noise. Nevertheless, most of the routing
algorithms for ad hoc networks assume that all wireless links are
bidirectional, such algorithms are not able to react to or exploit
the full connectivity of the network. In this paper, an
improvement for AODV based on Backup Path strategy (AODV-
BP) is proposed, which computes routing path with backup
routing table and Backtrack Route Reply mechanism when
subjected to unidirectional links. Performance results using ns-2
simulations, under varying number of unidirectional links, show
that AODV-BP performs well in scenarios where exist more
unidirectional links when compared to basic AODV and AODV-
Blacklist schemes.

Keywords-MANET; unidirectional links; routing algorithins;
AODV

1 INTRODUCTION

Mobile ad hoc networks(MANET) is composed of a group
of mobile nodes with wireless transmitters and receivers, which
doesn’t need the fixed communication network infrastructure
and can be put into use quickly. When a node can not reach
other node directly, it will use multi-hop communication. So
the mobile nodes have to cooperate and act as both routers and
hosts to forward packets for each other.

MANET is a heterogeneous network. Due to the
heterogeneity in transmission power of devices, the limitation
of node energy, different antenna gain among nodes and non-
uniform environmental noise, unidirectional links exist in
MANET. Nevertheless, the majority of the routing protocols
proposed for MANET such as AODV, DSR, TORA, DSDV,
etc. assume that all wireless links between nodes are
bidirectional. So above-mentioned routing protocols are
typically work well only in bidirectional networks.

In this paper, we present an improvement for AODV
routing protocol to support operation over unidirectional links.
The proposed mechanism is using the backup routing table and
Backtrack Route Reply (BRREP) method to detect and avoid
unidirectional links.

The remainder of the paper is organized as follows: In
Section IT discusses unidirectional link problem in AODV
routing protocol. Section III related works are presented. The
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proposed protocol is presented in Section IV. Evaluation
methodology and simulation results are presented in Section V.
Finally, Section VI concludes this paper.

II.  UNIDIRECTIONAL LINKS PROBLEM IN AODV ROUTING
PROTOCOL

When the source node wants to communicate with an
destination but don’t have a route, it will initiate a route
discovery by broadcast Route Request (RREQ) packet to the
network, The RREQ packet contains information such as
source node ID, hop-count towards source node, sequence
number to identity the freshness of packet, packet lifetime and
flags to compute the route station. RREQ packet is broadcast
towards destination, each intermediate node receive RREQ
packet will rebroadcast the first RREQ packet and record
Broadcast ID and Source ID, if then receive another RREQ
matched the Broadcast ID and Source ID of first RREQ packet,
it will dropped. Also, each node maintains routing table, which
records only the fresh information within the RREQ using
sequence number and hop count as references,

If all links in the network are bidirectional, the routing path
created between the source and the destination is the shortest
hop with lowest delay. However, in the presence of
unidirectional links, AODV routing protocol display sub-
optimal network performance. For instance, in fig. 1, the node
S will broadcast RREQ packet when it wants to setup a route
path to node D, and then node B will rebroadcast RREQ packet
when it receives RREQ packet. Node C and node A will
receive the RREQ packet from node B. and then node A and
node C will rebroadcast RREQ packet. C will drop the RREQ
form node A after have received RREQ from node B first.
Then a reverse route will be created from node C to node S and
the next hop is node B.

Figure 1. Unidirectional link problem in AODV routing protocol

When node D receives the first RREQ packet, it will create
Route Reply (RREP) packet to unicast along the reverse path
D->C->B->S. but if the link between B and C is unidirectional
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link, node B will not receive RREP packet from node C, which
will result in route discovery failure. Further attempts of RREQ
broadcast by node S will likely to produce similar results,
hence connection establishment between node S and node D is
impossible.

III.  RELATED WORKS

Although many routing protocols and algorithms have been
proposed and implemented in the past, the majority assume
networks with bidirectional links, however, unidirectional links
may occur in wireless networks and some paper focuses on
routing protocols that supp ort unidirectional link.

AODV Blacklist mechanism [1] can detect and avoid
unidirectional link, this scheme requires an acknowledgment
(ACK) packet to be replied for every RREP packet received,
and next route discovery another bidirectional links route path
will be established. Young-Bae Ko [2] introduce a routing
framework called Early Unidirectionality Detection and
Avoidance (EUDA) that utilizes geographical distance and
path loss between the nodes for fast detection of asymmetric
and unidirectional routes. The proposed scheme is able to
improved connectivity between nodes and provides reverse
route forwarding for unidirectional links.

AODV-LSA routing protocol [3], a Link-State-Aware Ad
Hoc on demand routing protocol based on AODV, suggests
that unidirectional links can be detect using hello information
exchange between the neighbor nodes. However, this process
will reduce the connectivity of the network, and the frequent
changes of network topology, Protocol efficiency will reduce.
Neighbor Monitoring Mechanism (NMM) [4] makes use of
monitoring by Co-operative Neighbor (CN) node to find the
route to replace the un-reachable route (mostly caused by
unidirectional links), this lets the unidirectional links useful,
and doesn’t need to send large Hello packets to maintain
unidirectional links. But if the CN node does not exist the
mechanism will not be able to play arole.

Reverse Ad hoc On Demand Distance Vector (R-AODV)
[5] discover routes by using two ways independent flooding to
find forward and reverse routes successively, this approach
effectively avoids unidirectional links but results show that
they incur high routing overheads. Megat Zuhairi proposed
Dynamic Reverse Route AODV (DR-AODV)[6], which is
similar to backlist mechanism to detect unidirectional link, and
find another route path to unicast RREP packet to source node.
This method is a compromise in the route replay unicast and
broadcast, but didn’t take into account the processing method
when the current node has no way to source node.

Unidirectional Links Hop Mechanism ULHM [7] is using
the number of hops between source node and intermediate
node to detect and avoid unidirectional link in the route reply
process. This mechanism restricts a certain amount of
broadcast flooding. Low Overhead Routing Mechanism Based
on Unidirectional Links for Ad Hoc Network (LORUL) [8] is
similar to AODV-EUDA method to detect unidirectional link,
one continuous unidirectional link is classified as a continuous
unidirectional domain, in the route reply process if detect a
continuous unidirectional domain, RREP packet will be
flooded to the start of the unidirectional domain. In this way

the destination node can be get an appropriate route to the
source node.

In this paper, an improvement for AODV based on Backup
Path strategy (AODV-BP) we present will be described in
detail in the following subsection.

IV. AODV-BP ROUTING PROTOCOL

As mentioned earlier, the current AODV protocol display
sub-optimal network performance in the presence of
unidirectional links, we propose a new scheme that computes
an alternative path during forward routing discovery and
reverse routing discovery. When encounter blocked reverse
route, nodes may quickly recover lost RREP packets and
redirect them along the alternative path.

A.  Forward routing discovery

The proposed idea is based on backup route table strategy.
The backup route table benefits from forward route discovery
phase and does not incur additional cost. When the node
receive a first RREQ packet and find the basic route table is
empty, it will record the reverse path in the basic route table.
When the node receive a second RREQ packet and find the
backup route table is empty, it will record the reverse path in
the backup route table. Otherwise, it will not record any reverse
path and discard the RREQ packet. In addition, all second
RREQ packets are not forwarded to other nodes, this will
reduce network congestion. To illustrate this idea, consider the
scenario in Fig. 2, after forward route discovery completion,
each node will at least have one basic routing to source node S,
some nodes will have one backup routing to source node S.

basic routing
—

backup routing

......

Figure 2. basic routing and backup routing

B.  Reverse routing discovery

When the first RREQ is received by the destination node, it
will create a RREP packet and unicast it to the next hop toward
the originator of RREQ based on the basic routing table.

As an intermediate node, When receive a RREP message, a
forward route for the destination is created if it does not already
exist. It will search basic routing table for a route to forward
the RREP to the next hop, and send ACK packet or re-
acknowledgment (RACK) packet to the node who send the
RREP. And it waits for ACK packet of the next hop. If the
ACK is received it will remove the ACK timeout.

If the ACK is not received within the time defined by
ACK _WAIT TIME, the node caches the next hop to the
source node as an unreachable node. Then it immediately
inquire the backup routing table, if an entry is found, the
recovered RREP will be send to the new next hop, and the



recovered RREP packet should exactly be similar to the lost
RREP packet, thus containing the same content (destination
sequence number, route lifetime, etc. ). The node also waits for
RACK packet, If the RACK is received it will remove the
RACK timeout. The backup path is selected.

If the RACK is not received within the time defined by
RACK _WAIT_TIME, the node consults farward routing table
and if an entry is found, a new message called the “backtrack
route reply” (BRREP) (see table I) to inform its upstream node
to try other reverse paths. A BRREP is generated by an
intermediate node when the backup route of that node failed in
transmission.

TABLEL THE FORMAT OF BRREP

Type Hop Count

RREP Originator IP address

RREP Destination IP address

Destination Sequence Number

Lifetime

The hop count in BRREP is the number of hops from the
BRREP source to the destination node. RREP Originator IP
address in BRREP is the Originator IP address in RREP
message, RREP Destination IP address in BRREP is the
Destination IP address in RREP message. The Destination
Sequence Number in BRREP is the destination sequence
number associated to the route. Lifetime is the time for which
nodes receiving the BRREP consider the route to be valid.

When the upstream node, who last sent a RREP to the
BRREP source, receives a BRREP, it will take a similar action
as first RREP failure: the node immediately inquires the
backup routing table, if an entry is found, the recovered RREP
which created according to the information in BRREP message
will send to the new next hop, otherwise the node will send a
new BRREP to its upstream until there is no upstream node.

To illustrate the algorithm, consider the scenario in Figure 2.

If all link are bidirectional links .the destination node D unicast
RREP packet to node E along the path D->E->C->B->S. if the
link between B and C is unidirectional link, ACK is not
received by node C within ACK_WAIT_TIME, node C will
unicast RREP packet to node A along the path C->A->B->S
based on backup routing. if the link between B and C and
between A and C are unidirectional links, node C will send a
BRREP to node E, node E receive the BRREP, it will unicast
RREP packet to node H along E->H->G->F->S based on
backup routing.

V.  PERFORMANCE EVALUATION AND SIMULATION

In this section we evaluate the performance of the proposed
scheme described in the previous subsection relative to basic
AODYV and AODV-BL under varying number of unidirectional
links.

A. Simulation Environment

We use a detailed simulation model based on ns-2 [9]. The
distributed coordination function (DCF) of IEEE 802.11 for
wireless LANs is used as the MAC layer. Our simulation
scenario consists of 30 mobile nodes randomly distributed over
an area of 1000 m x 1000 m. Each node is assigned at random
either a “full” or “reduced” transmission power level. At full
power, a node’s effective transmission range is 250 m. the
reduced power level corresponds to a shorter transmission
range (150 m). The mismatch in transmission power of nearby
nodes serves as the sole source of unidirectional link in our
simulations.

We use random waypoint model [10] to model node
movements. Traffic pattern in our experiments consists of fixed
number of CBR connections (20) between randomly chosen
source-destination pairs and each connection starts at a random
time at the beginning of the simulation and stays until the end.
Each CBR source generates a constant size packet (512 bytes)
at arate of 1 packet per second.

The experiments are simulated for 500 second, each data
point in the plots is an average of 10 runs with different
randomly generated initial node positions and range
assignments in each run.

B. Performance Metrics
We evaluate three key performance metrics:

1) Packet deliver ratio: ratio of the data packets delivered
to the destination to those generated by the CBR sources;

2) Average end-to-end delay of data packets: the delay
incurred by packets transmitted from source to destination,
including; propagation and transmission delay;

3) Normalized routing load: the number of routing packets
“transmitted” per data packet “delivered” at the destination.
Each hop-wise transmission of a routing packet is counted as
one transmission.

C.  Simulation Results

We present a set of experiment which the networks static
and the number of unidirectional links is varied.

Fig. 3 shows the packet delivery fraction of the three
schemes with the different number of unidirectional links.
With increase unidirectional links, basic AODV drops the
highest number of packets, this is because the basic AODV
protocol does not take notice of the unidirectional links and
repeatedly performs route discoveries, after every route search
failure, all packets buffered for the destination at the source
are dropped; The drop in packet delivery is less drastic for
AODV-BL compared to basic AODV. But it still drops as
many as 40% of the packets because of its slowness in
eliminating unidirectional links one by one. It still has a large
number of route search failures; AODV-BP delivered almost
all packets always. This shows that AODV-BP can effectively
overcome unidirectional links by exploring multiple reverse
paths.

Fig. 4 shows the Average end-to-end delay of the three
schemes with the different number of unidirectional links. It is



observed that, the average delay of AODV and AODV-BL
schemes remain lower than AODV-BP, it is because the
AODV-BP scheme utilizes unidirectional links by
compromising a slightly higher hop counts, therefore an
improved overall routing performance can be achieved
throughout the entire experiment. Especially, in the network
scenarios with all links are set as bidirectional. The AODV-BP
scheme also shows a small increase in end-to-end delay
compared to AODV and AODV-BL. It is because ACK
packets are lost during transmission due to packet collision,
thus causing forward routes to be incorrectly interpreted as
unidirectional. In addition, the absence of ACK packet invokes
the backup route path strategy, which finds alternative routes
through a longer path; hence a higher delay is incurred.

Fig. 5 presents the Normalized routing load of the three
schemes with the different number of unidirectional links.
AODV-BP has the lowest overhead followed by basic AODV
and AODV-BL. low routing overhead in AODV-BP indicates
that the higher per route discovery costs in AODV-BP due to
more (BRREP and ACK) route replies and is very well offset
by the significant reduction in route discoveries. When all links
are set as bidirectional, The AODV-BP scheme shows almost
similar to AODV and AODV-BL in Normalized routing load.
This is because ACK packets are lost during transmission due
to packet collision; thus causing attempts of RREQ broadcast
by source of AODV and AODV-BL scheme offset more route
replies of AODV-BP.
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Figure 5. Normalized routing load with varying number of unidirectional
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VI. CONCLUSION

This paper presented an improvement for AODV based on
Backup Path strategy (AODV-BP) to handle unidirectional
links that arise frequently in MANET. Compare it against basic
AODV and AODV-BL schemes, the result shows that with a
higher number of unidirectional links, the scheme is able to
reduce routing overhead and achieves higher packet delivery
but with a slight increase in delay. The proposed scheme offers
improvement for on demand routing protocol to operate in the
presence of unidirectional links. Future plans include applying
the scheme for connecting MANET to Internet with
unidirectional links supp orted.
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